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Abstract: Art and cultural heritage rely on image processing techniques for
preservation and analysis. A key challenge in this study is accurately
detecting highly similar Buddha faces despite variations in lighting, rotation,
and minor facial differences. This paper proposes a Content-Based Image
Retrieval (CBIR) framework that integrates Discrete Cosine Transform
(DCT) and Scale-Invariant Feature Transform (SIFT) to enhance face-
matching accuracy. The system is tested on a database of Buddha images
characterized by intricate textures and fine details, where DCT extracts
global texture representations while SIFT captures localized structural
features. Experimental results demonstrate that while DCT effectively
encodes global texture characteristics, SIFT enhances local feature detection
but struggles to differentiate between Buddha faces with extremely high
similarity. One of the primary challenges encountered was the instability in
texture similarity computation, where Chi-Square Similarity produced a
-39.44% value for certain statues due to noise, artifacts, and lighting
inconsistencies. These findings highlight the importance of robust
preprocessing techniques and refined similarity metrics to improve retrieval
consistency. Overall, the hybrid DCT-SIFT approach improves the accuracy
and robustness of CBIR systems in historical artifact datasets. Future
research should focus on optimizing preprocessing steps, integrating
adaptive feature selection, and exploring more stable similarity
measurement techniques to further enhance retrieval performance.

Keywords: Content-Based Image Retrieval (CBIR), Discrete Cosine
Transform (DCT), Scale-Invariant Feature Transform (SIFT), Recognition,
Cultural Heritage

Introduction
Buddha statues hold immense cultural and historical

significance, necessitating precise documentation and
digital preservation to safeguard their heritage. The
ability to accurately match and differentiate Buddha
statue faces is crucial for cataloging, restoration, and
historical analysis (Marlinda et al., 2023; Renoust et al.,
2019). However, this task remains highly challenging
due to the substantial structural similarities between
statues, further exacerbated by variations in lighting,
texture degradation, and surface inconsistencies (Liu &
Huang, 2023; Yugang & Chunlei, 2022). Even for
experts, distinguishing between two highly similar
Buddha statue faces based solely on visual inspection is
often subjective and error-prone, underscoring the need
for computer-aided solutions to enhance the accuracy of

Buddha face retrieval (Liu & Huang, 2023; Watanabe &
Abe, 2017).

Traditional feature-based methods, such as Scale-
Invariant Feature Transform (SIFT), have been widely
used in Buddha face matching, particularly at heritage
sites like the Yungang Grottoes in China (Hua et al.,
2021; 2019). While SIFT is effective in detecting
distinctive key points, it struggles under low-light
conditions and when handling highly similar textures (Li
et al., 2025). Other techniques, such as Oriented FAST
and Rotated BRIEF (ORB), and Histogram of Oriented
Gradients (HOG), also present notable limitations
(Marlinda et al., 2023; Xiangyang et al., 2000). ORB,
despite its computational efficiency, is highly sensitive to
noise and less robust on texture-rich surfaces, while
HOG excels in shape-based recognition but fails to
capture fine-grained texture details, which are crucial for
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differentiating Buddha faces (Yao et al., 2023;
Hasenbusch et al., 2008; Basu et al., 2023).

In recent years, Convolutional Neural Networks
(CNNs) have demonstrated exceptional classification
accuracy across various domains, with defect detection
ratios exceeding 93.29% (Arya et al., 2019). However,
the application of CNNs to Buddha statue retrieval is
constrained by several factors. First, CNNs require large
labeled datasets, which are scarce in historical artifact
research. Second, CNNs prioritize high-level semantic
features over fine-grained texture variations, making
them suboptimal for Buddha face retrieval. Third, CNN
models are computationally expensive, whereas practical
applications in cultural heritage conservation often
demand lightweight and scalable solutions (Wang & Liu,
2024; Kumar et al., 2020).

To overcome these limitations, this study proposes a
Hybrid SIFT-DCT approach to enhance the accuracy of
Buddha face retrieval, particularly under suboptimal
imaging conditions. The Discrete Cosine Transform
(DCT) encodes frequency-based texture information,
providing robustness against lighting inconsistencies,
while SIFT extracts local key points, ensuring stable
feature representation across variations in scale, rotation,
and illumination(Hua et al., 2019; 2021; Basu et al.,
2023; Kaur & Sharma, 2013). By integrating spatial and
frequency-domain feature descriptors, this hybrid
approach significantly improves retrieval stability and
enhances Buddha face recognition performance.

Additionally, this study introduces SHashing
Similarity, a normalization technique designed to
stabilize texture similarity metrics in Content-Based
Image Retrieval (CBIR). Traditional Chi-Square
Similarity often produces unstable values, including
negative similarity scores, which lead to inconsistent
retrieval rankings and reduced accuracy. SHashing
addresses this issue by transforming texture similarity
calculations into a robust hash-based representation,
ensuring stable and consistent similarity scoring. This
mechanism significantly improves retrieval reliability,
particularly when dealing with highly similar Buddha
faces with intricate texture details.

This research contributes to the field by (1)
Proposing a Hybrid SIFT-DCT search model that
combines keypoint-based and frequency-based
descriptors for more accurate Buddha face matching, (2)
Introducing SHashing Similarity to eliminate negative
values in Chi-Square similarity, thereby stabilizing
retrieval rankings and (3) Optimizing CBIR for cultural
heritage applications, offering a scalable solution for
Buddha face recognition in museums and archaeological
research. By integrating these advancements, this study
enhances the robustness and precision of Buddha face
retrieval, supporting heritage conservation efforts
through improved artifact identification.

Materials and Methods
The proposed retrieval approach consists of four

main phases: Dataset acquisition and preprocessing,
feature extraction, image matching, and performance
evaluation. Initially, Buddha statue face images undergo
size normalization, noise reduction, and illumination
correction to improve quality and reduce variations
caused by lighting and noise.

For feature extraction, three techniques are utilized:
Colour Histogram for the global color distribution,
Discrete Cosine Transform (DCT) for frequency-based
texture encoding, and Scale-Invariant Feature Transform
(SIFT) for local keypoint detection. Additionally, Texture
LBP Similarity is incorporated to refine local texture
comparisons for highly similar statue faces.

During image matching, extracted features from the
query image are compared with database images using
Euclidean Distance (ED) for DCT-based texture
similarity, Manhattan Distance (MD) for LBP-based
local texture similarity, and Mean Squared Error (MSE)
for Colour Histogram similarity. SHashing Similarity
stabilizes texture similarity scores by addressing negative
values in the Chi-Squared calculation, ensuring
consistent retrieval rankings (Sumaia Ali, 2019).

Fig. 1: Hybrid SIFT-DCT Retrieval Approach for Buddha
Statue Face Matching with SHashing

http://192.168.1.15/data/13151/fig1.png
http://192.168.1.15/data/13151/fig1.png
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(1)

(2)

Performance evaluation is conducted using precision,
recall, and F1-score metrics. Figure (1) illustrates the
structured retrieval process, highlighting the integration
of the Colour Histogram, DCT, SIFT, and LBP for
feature extraction, similarity measurement, and retrieval
stability. Solid arrows represent the main workflow,
while dashed red arrows indicate the matching and
evaluation phases.

Dataset Image Acquisition and Standardization

The dataset used in this study consists of 523 high-
resolution images of Buddha statue faces sourced
exclusively from Pinterest.com. Since images from
Pinterest may be affected by compression artifacts,
modifications, and metadata loss, a strict selection
process was applied to ensure dataset reliability.

Fig. 2: Sample collection of Buddha statue faces

Figure (2) shows a sample of the selected Buddha
face images, demonstrating the variation in pose,
lighting, material, and texture included in the dataset:

a. Strict Image Selection – Only frontal-view images
with clear facial features and minimal distortion
were chosen to maintain dataset consistency. Images
exhibiting excessive compression artifacts or
unclear facial features were excluded from the
study.

b. Preprocessing for Image Quality Enhancement –
Super-resolution enhancement, noise filtering, and
adaptive contrast normalization were applied to
counteract compression artifacts and restore visual
clarity. These preprocessing steps ensure that the
dataset retains adequate visual detail for feature
extraction and similarity evaluation.

c. Cross-Validation within the Dataset – To mitigate
dataset bias, multiple image subsets were tested.
System performance was analyzed across variations

in lighting conditions, resolution, and texture
complexity, ensuring the proposed approach
remains robust in diverse scenarios.

d. Comparative Benchmarking – The effectiveness of
the proposed method was validated against
alternative feature extraction techniques. Similarity
results obtained from the Pinterest dataset were
compared to those from controlled preprocessing
settings to confirm the accuracy.

By using Pinterest as a data source, this study aims to
capture a wide range of variations in statue faces, making
it an optimal dataset for evaluating retrieval
performance.

Preprocessing

a. Image Standardization and Normalization, during
Preprocessing were conducted using Roboflow, an
automated image processing pipeline, to enhance
feature clarity while maintaining dataset integrity.
The key steps include:

b. Background Removal: Removing non-facial
elements using Roboflow’s segmentation model,
ensuring only facial features are analyzed

c. Noise Reduction and Normalization: Applying
Roboflow’s built-in adaptive filtering to mitigate
noise effects without degrading image details

d. Illumination Correction: Standardizing brightness
levels across images to minimize inconsistencies
caused by lighting variations

e. Resolution Standardization: Resizing images to a
fixed resolution of 384 × 256 pixels to ensure
dataset uniformity

Feature Extraction and Similarity Metrics

Each image in the database will be processed using
various feature extraction techniques. These features are
categorized into global (Color Histogram, DCT) and
local (SIFT, LBP).

Feature Extraction

1. Discrete Cosine Transform (DCT) (Prabukumar et
al., 2018): Used to extract texture and frequency
domain information.

Where:
 is the pixel value at coordinates (x,y)

 is the image dimension
 is an index in the frequency domain

2. SIFT Similarity (Sri et al., 2022): Measures local
feature correspondences by comparing key points
without Ratio Test or Nearest Neighbor Matching:

Measure the similarity between two images based
on the number of key points that match using the
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(6)

(7)

(8)

(9)

(10)

sift; the higher the value of the sift similarity, the
greater the similarity between the two images.

3. Local Binary Pattern (LBP) (Tabatabaei &
Chalechale, 2020): LBP is used for histogram-based
texture extraction:

With:

where:
 is the center pixel value
 is the value of neighboring pixels

Similarity Measurement

Once the features are extracted, the query image is
compared with the images in the database using various
metrics. (Dzahini and Wild, 2022; Hua et al., 2021)

The proposed retrieval method extracts key features
using DCT, SIFT, and SHashing, combined with
traditional color histogram similarity (Elsheh & Eltomi,
2019):

1. DCT Similarity (Euclidean Distance - ED):
Compares frequency-domain features extracted
using DCT:

Where:
A and B are the DCT feature vectors,
N is the number of extracted DCT coefficients
Smaller values indicate high similarity.

2. LBP Similarity (Manhattan Distance - MD):
Measures local texture similarity by comparing
differences in histogram bins:

where:
A and B are the LBP histogram feature vectors
N is the number of histogram bins

3. Color Histogram Similarity (Mean Square Error -
MSE): Evaluates global similarity in color
distributions:

where:
A and B are the histogram values of the two images
N is the number of histogram bins
The result is in the range of [-1.1], where a value
close to 1 means that the histogram is very similar.

Chi-Square Similarity Correction with SHashing

Mathematical Derivation of SHashing Similarity
Stabilization (Redaoui & Belloulata, 2023; Hua et al.,
2021):

1. Chi-Square Similarity Before Correction:

where, A and B represent histogram bins and N is
the number of bins.

2. SHashing Transformation to Stabilize Values:

where,  is the histogram bin value and  is
the mean histogram value.

3. Final Computation of Hamming Distance for
Retrieval Ranking:

where,  are the binary hash
representations of two images.

4. SHashing Similarity (Average Hashing - aHash):
Transforms texture similarity into a structured
format, eliminating negative values:

where:
H(i) is the histogram value at bin i

 is the mean value of the histogram
 is the number of bins

These metrics provide a hybrid approach to
measuring image similarity based on texture,
frequency, and keypoint features.
Use the hamming distance to measure the difference
between two binary vectors. The result is in the
range [0.1], where one means the image is identical
and zero means not similar at all.

CBIR Algorithm for Image Matching and Retrieval

To clarify the system workflow, the CBIR process is
described using pseudocode.

Input: QueryImage, ImageDatabase
Output: Top Matching Images
BEGIN

// Step 1: Extract Features from Query Image
QuerySIFT ← Extract_SIFT(QueryImage)
QueryDCT ← Compute_DCT(QueryImage)
QueryHash ← Compute_Hash(QueryImage)
// Step 2: Extract Features from Database Images
For each Image in ImageDatabase DO

DatabaseSIFT[Image] ← Extract_SIFT(Image)
DatabaseDCT[Image] ← Compute_DCT(Image)
DatabaseHash[Image] ← Compute_Hash(Image)

END FOR
// Step 3: Compute Similarity Scores
For each Image in ImageDatabase DO

SIFT_Score ← Compare_SIFT(QuerySIFT, DatabaseSIFT[Image])
DCT_Score ← Compare_DCT(QueryDCT, DatabaseDCT[Image])
Hash_Score ← Compare_Hash(QueryHash, DatabaseHash[Image])
TotalScore ← Weighted_Sum(SIFT_Score, DCT_Score,
Hash_Score)
Append(SimilarityScores, (Image, TotalScore))

END FOR
// Step 4: Rank Images by Similarity
RankedImages ← Sort(SimilarityScores, Descending)
// Step 5: Return Top Matches
RETURN Top_N(RankedImages, N)

END
// Feature Extraction Functions

Function Extract_SIFT(Image): RETURN SIFT_Descriptors
Function Compute_DCT(Image): RETURN DCT_Coefficients
Function Compute_Hash(Image): RETURN Binary_Hash

// Similarity Calculation Functions
Function Compare_SIFT(SIFT1, SIFT2): RETURN Matching_Ratio
Function Compare_DCT(DCT1, DCT2): RETURN Distance_Score
Function Compare_Hash(Hash1, Hash2): RETURN
Hamming_Distance

// Weighted Fusion Function
Function Weighted_Sum(SIFT, DCT, Hash):

RETURN (0.4 * SIFT) + (0.4 * DCT) + (0.2 * Hash)
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(12)

(13)

This algorithm ensures robust retrieval by integrating
multiple feature types while stabilizing texture similarity
metrics through SHashing.

Evaluation of CBIR Performance

The performance assessment of CBIR systems
utilizes precision and recall metrics. Precision is
computed as the ratio of retrieved relevant images to the
total number of retrieved images, whereas recall is
determined by the ratio of retrieved relevant images to
the total number of relevant images in the database
(Ganesh Chandra et al., 2016). High precision indicates
that the algorithm returns substantially more relevant
results than irrelevant ones, whereas high recall suggests
that the algorithm retrieves the majority of the relevant
results. Equations (10-11) provide the formal definitions
for precision and recall, respectively (Ganesh Chandra et
al., 2016; Alsmadi, 2017):

Precision: Measures the proportion of retrieved images
that are actually relevant to the query:

where:

TP (True Positive) = Number of relevant images
correctly retrieved

FP (False Positives) = Number of irrelevant images
incorrectly retrieved

Recall: Measures how many of the actual relevant
images were successfully retrieved:

where:

FN (False Negatives) = Number of relevant images that
were not retrieved

F1-Score: Provides a balanced measure between
precision and recall, particularly useful when the dataset
is imbalanced:

This metric ensures that the model does not favor
either precision or recall excessively, allowing for a more
balanced evaluation.

Results

Dataset and Preprocessing Improvements

The dataset comprises Buddha statue face images
sourced from Pinterest.com, with the top five most
similar images selected as reference points for
comparison. To maintain dataset relevance and improve
retrieval accuracy, Roboflow-based preprocessing was
applied, automating structured image processing. The
preprocessing stage focused on noise reduction, contrast
enhancement, and facial area segmentation, ensuring

extracted features originate solely from the Buddha face
region. Bounding Box implementation was introduced to
refine feature extraction by isolating facial details and
minimizing background interference.

Figure (3) illustrates the results of the preprocessing
steps, namely (a) the original image, (b) CLAHE and
noise filtering, and (c) facial area cropping using
bounding box segmentation.

Fig. 3: (a) Original Image (before Preprocessing), (b) Clahe &
Noise Filtering, (c) Cropped Image (Bounding Box
Applied)

Key preprocessing techniques included Contrast
Limited Adaptive Histogram Equalization (CLAHE) for
adaptive contrast enhancement, Adaptive Filtering for
noise reduction without losing detail, and Bounding Box
application to ensure facial focus. These steps
significantly improved feature clarity, yielding a 33.6%
increase in SSIM and a 6.02 dB rise in PSNR,
confirming reduced noise and enhanced image structure.
Table (1) presents the comparative SSIM and PSNR
values before and after preprocessing, demonstrating
significant improvements in image quality.
Table 1: Presents the comparative SSIM and PSNR values before

and after preprocessing, demonstrating significant
improvements in image quality

Query SSIM
(Before)

SSIM
(After)

PSNR
(Before)

PSNR
(After)

Query 1 0.65 0.89 18.52 dB 24.17 dB
Query 2 0.62 0.87 17.89 dB 23.92 dB
Query 3 0.58 0.85 16.47 dB 22.75 dB
Query 4 0.55 0.83 15.98 dB 22.21 dB
Query 5 0.61 0.86 17.45 dB 23.11 dB

Figure (4) illustrates the optimized application of
bounding box segmentation on Buddha statue face

Precision =
TP+FP
TP

Recall =  

TP+FN
TP

F1 = 2 ×  

Precision+Recall
Precision×Recall

http://192.168.1.15/data/13151/fig3.png
http://192.168.1.15/data/13151/fig3.png
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images, ensuring that key facial features are preserved
for subsequent feature extraction.

Fig. 4: Bounding box Buddha master

Bounding Box coverage was optimized, maintaining
approximately 80% width and 70% height of the image,
ensuring facial features like eyes, nose and lips remained
prominent. This technique effectively isolated key facial
regions while minimizing distractions from the
background. Post-processing analysis revealed that
64.58–67.86% of extracted key points remained within
the Bounding Box, demonstrating its effectiveness in
preserving relevant facial details while filtering out
unnecessary elements. This approach ensures that DCT
and SIFT-based similarity matching operates with more
stable and accurate feature extraction.

The effectiveness of preprocessing was validated
using the Structural Similarity Index Measure (SSIM)
and Peak Signal-to-Noise Ratio (PSNR). The results
show that SSIM increased from an average of 0.60-0.86,
while PSNR improved from 17.26-23.23 dB, confirming
enhanced image quality and reduced noise levels.
Bounding Box and Adaptive Filtering further contributed
to preserving essential facial features, ensuring more
reliable similarity matching in Buddha statue face
retrieval.

Feature Extraction and Similarity Metrics

The DCT Heatmap image for Query shows the
frequency distribution in the image, where high-intensity
areas highlight more significant texture patterns. This
analysis helps to understand how DCTs capture structural
information in images of Buddha's faces and how these
features contribute to image matching based on
frequency.

Fig. 5: DCT Heatmap for Buddha Queries 1-5

Figure (5) displays the DCT heatmaps of five
different Buddha face images, highlighting variations in
frequency texture patterns that affect the difficulty level
of image matching.

The DCT heatmap analysis reveals distinct texture
distribution patterns across the Buddha face images,
which directly impact the accuracy of feature matching.
These findings can be summarized as follows:

a. Buddha 1 exhibits a high degree of texture
variation, particularly around the eyebrows, eyes,
and nose. Due to these well-defined features, it
presents low matching difficulty, as the facial
characteristics are easily recognizable. The strong
contrast further aids stable feature extraction,
improving retrieval accuracy

b. Buddha 2 demonstrates a moderately uniform
texture distribution, with intensity concentrated
around the forehead and eyes. This results in a
moderate level of matching difficulty, as the texture
is distinguishable but lacks highly contrasting
details. The overall distribution of patterns remains
well-balanced, aiding feature consistency

c. Buddha 3 presents a highly concentrated texture
distribution, mainly in the forehead and hair
regions. This concentration creates significant
challenges for facial feature recognition, as the
smooth surface reduces the distinctiveness of
extracted features. Consequently, the retrieval
process for this image is less reliable due to the
uniformity of local textures

d. Buddha 4 features texture concentration along the
outer edges of the face, particularly around the eyes,
nose, and periphery. The high difficulty in matching
is attributed to lighting inconsistencies, which
introduce variations that complicate feature
extraction. The texture itself is diverse but lacks
even distribution, affecting retrieval performance

e. Buddha 5 exhibits the least amount of texture
variation, with the highest intensity detected in the
upper left corner. This image presents the greatest
challenge for matching, as its low contrast and
uniform texture hinder DCT-based feature
extraction, making it difficult to differentiate from
other similar images

These results underscore the critical role of texture
contrast and spatial distribution in determining the
effectiveness of Content-Based Image Retrieval (CBIR).
Images with highly distinguishable facial features and
well-distributed textures, such as Buddha 1-2, yield more
stable feature extraction results. Conversely, those with
homogeneous textures and minimal contrast, like
Buddha 5, are significantly more challenging to process.
Furthermore, the presence of lighting variations in
Buddha 4 highlights the necessity for robust
preprocessing techniques to ensure retrieval accuracy
and stability. Addressing these factors is essential for
optimizing CBIR performance, particularly when
handling datasets with high inter-image similarity.

http://192.168.1.15/data/13151/fig4.png
http://192.168.1.15/data/13151/fig4.png
http://192.168.1.15/data/13151/fig5.png
http://192.168.1.15/data/13151/fig5.png
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Execution Phase: Image Matching and Similarity
Computation

This section examines the matching process of five
query images (Buddha 1–5) against the main reference
images using multiple feature extraction and similarity
measurement techniques. The employed methods include
Color Histogram for color distribution analysis, Texture
LBP (Chi-Square) for local pattern recognition, DCT
(Euclidean Distance) for global texture comparison, and
SIFT Keypoint Matching for structural feature detection.
Additionally, SHashing Similarity is integrated to
mitigate negative values in the LBP (Chi-Square) texture
similarity calculations, ensuring greater stability and
consistency in retrieval results.

Fig. 6: The results of matching the Master Image with five
query images

Figure (6) illustrates the results of matching the
Master Image with five query images using SIFT
Matching and a Bounding Box to define the matching
area on the Buddha’s face. The number of feature
matches between the Master Image and each query
image varies, reflecting differences in structural
similarity. The key observations are as follows:

a. Query 2 exhibits the highest number of feature
matches (2081 matches), indicating the strongest
structural similarity to the Master Image

b. Query 1 demonstrates a high number of matches
(1978 matches), suggesting significant local feature
correspondence

c. Query 5 shows a moderate number of feature
matches (929 matches), representing an
intermediate level of similarity

d. Query 3 and Query 4 yield substantially fewer
feature matches (242 and 163 matches,
respectively), confirming their minimal local feature
similarity to the Master Image

To complement the analysis based on structural
similarity, multiple feature extraction methods were
evaluated across the dataset to quantify similarity
performance from various perspectives. Table (2)

presents a comparison of image similarity methods,
including Colour Histogram Similarity, Texture LBP
Similarity, DCT (Euclidean Distance), SIFT Similarity,
and SHashing Similarity, across five Buddha statue
images.

These findings align with previous analyses,
demonstrating that images with similar structures contain
a higher number of matchable key points, whereas those
with varying textures or lighting conditions exhibit fewer
correspondences. The application of a Bounding Box
enhances accuracy by restricting the comparison to facial
regions, thereby minimizing background interference.
Table 2: Analysis of image similarity methods

No Query Color
Histogram
Similarity

Texture
LBP
Similarity

DCT
(Euclidean
Distance)

SIFT
Similarity

SHashing
Similarity
(After)

1 Buddha
1

89.65% 73.72% 72.05% 0.18% 79.69%

2 Buddha
2

51.38% 86.02% 50.05% 0.21% 81.25%

3 Buddha
3

46.87% 1.73% 77.11% 0.53% 81.25%

4 Buddha
4

75.41% -39.44%
(Invalid)

72.29% 0.62% 85.94%

5 Buddha
5

55.94% 61.45% 65.77% 0.26% 82.81%

Table (2) compares various image similarity methods,
including Color Histogram Similarity, Texture LBP
Similarity (Chi-Square), DCT (Euclidean Distance),
SIFT Similarity, and SHashing Similarity. The results
reveal key trends in feature extraction performance
across different Buddha images.

Impact of Color Histogram and DCT Similarity:
Buddha 1 achieves the highest similarity in Color
Histogram (89.65%) and DCT (72.05%), indicating
that its global color distribution and frequency-
based characteristics closely match the reference
image. In contrast, Buddha 2 and Buddha 3 obtain
lower scores in these metrics, suggesting that
variations in color and frequency components
reduce their matching accuracy.
Texture-Based Similarity and SHashing Correction:
Before SHashing, Texture LBP (Chi-Square)
Similarity shows inconsistencies, particularly in
Buddha 4, where a negative similarity value
(-39.44%) indicates instability in the Chi-Square
computation. After applying SHashing Similarity,
the scores for Buddha 4 and Buddha 3 increased
significantly to 85.94 and 81.25%, respectively.
This confirms that SHashing effectively stabilizes
texture-based similarity calculations and mitigates
computational anomalies.
Performance of Local Feature Matching (SIFT):
SIFT Similarity values remain consistently low
across all images, with the highest score observed in
Buddha 4 (0.62%). This suggests that keypoint-
based approaches struggle to capture meaningful

http://192.168.1.15/data/13151/fig6.png
http://192.168.1.15/data/13151/fig6.png
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correspondences in Buddha face retrieval,
particularly in images with highly similar textures.
The low SIFT scores further emphasize the need for
hybrid feature extraction techniques that integrate
both global and local descriptors.
Effectiveness of Combined Approaches: The DCT-
SIFT hybrid method, which leverages both
frequency-domain and keypoint-based features,
provides a balanced performance. However, its
effectiveness varies across different queries,
indicating that while DCT enhances feature
stability, SIFT's limitations in texture-rich images
impact overall retrieval performance.

SHashing Similarity Stabilization

The effectiveness of the Hybrid SIFT-DCT method is
evaluated based on statistical analysis, particularly in
addressing negative values in Chi-Square Similarity
using SHashing Similarity. The study includes an
assessment of the Bounding Box, SIFT performance, the
effectiveness of DCT in texture analysis and the impact
of SHashing on normalizing negative values in Buddha
face matching.

The analysis of Table (3) indicates that SHashing
Similarity achieved the highest similarity score
(85.94%), demonstrating its effectiveness in stabilizing
negative values in Chi-Square similarity calculations.
Meanwhile, DCT + Euclidean Distance (72.29%)
effectively captures global texture patterns but lacks the
ability to extract local features. In contrast, SIFT +
Bounding Box (64.58%) performs well in facial feature
matching yet remains highly susceptible to lighting
variations. These findings suggest that a hybrid approach
integrating multiple methods is essential to enhance the
accuracy and robustness of similarity measurements.

The Impact of SHashing in Normalizing Chi-Square
Similarity: To evaluate the effectiveness of SHashing
Similarity in stabilizing Chi-Square Texture Similarity
values, Table (4) presents the similarity scores before and
after applying SHashing.
Table 3: SHashing similarity

Matching
Method

Average
Similarity
Score (%)

Advantages Limitations

DCT +
Euclidean
Distance

72.29 Captures global
texture patterns

Does not handle
local features

SIFT +
Bounding
Box

64.58 Accurate in facial
feature matching

Performs poorly
under low-light
conditions

SHashing
Similarity

85.94 Addresses negative
values in Chi-
Square similarity

Fails to capture
fine texture
variations

The analysis of Table (4) indicates that SHashing
Similarity significantly improves similarity scores,
effectively addressing negative values in Chi-Square

Similarity. The most notable enhancement is observed in
Buddha 4, where the similarity score increased by
125.4%, converting an invalid negative value (-39.44%)
into a valid similarity score (85.94%). Similarly, Buddha
3, which initially had a low similarity score (1.73%),
experienced a substantial increase to 81.25%,
demonstrating SHashing's effectiveness in stabilizing
texture-based similarity calculations.
Table 4: Comparison of texture LBP similarity before and after

shashing

Query Chi-Square Similarity
(Before SHashing) (%)

SHashing Similarity
(After SHashing) (%)

Change
(%)

Buddha
1

73.72 79.69 +8.1

Buddha
2

86.02 81.25 -5.5

Buddha
3

1.73 81.25 +79.5

Buddha
4

-39.44 (Invalid) 85.94 +125.4

Buddha
5

61.45 82.81 +34.8

Graphical Analysis

Figure (7) illustrates the comparison of Chi-Square
Similarity scores before and after applying SHashing on
Buddha statue images. The red dashed line represents
similarity scores before SHashing, while the blue solid
line denotes scores after.

The results indicate a notable improvement in
similarity scores post-SHashing. In particular, Buddha 3
and Buddha 4 exhibit significant increases, confirming
SHashing’s effectiveness in texture-based feature
matching and mitigating negative values. Despite the
overall enhancement, a minor decrease is observed in
Buddha 2, where the similarity drops from 86.02-81.25%
(-5.5% change), suggesting potential limitations in
certain cases. However, post-SHashing similarity scores
remain consistently high (79.69–85.94%), reinforcing its
reliability in Content-Based Image Retrieval (CBIR) for
distinguishing highly similar images.

Fig. 7: The graph visualizes the comparison of Chi-Square
Similarity before and after SHashing

http://192.168.1.15/data/13151/fig7.png
http://192.168.1.15/data/13151/fig7.png
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Ranking of Retrieved Images

The system ranks images using a weighted
combination of SIFT, DCT, and SHashing Similarity,
following the weighting function. Table (5) presents the
resulting ranking of retrieved images based on their total
similarity scores:
Table 6: Ranked Images Based on Total Similarity Scores

Rank Query Total Score (%)
1 Buddha 4 85.94%
2 Buddha 3 81.25%
3 Buddha 5 82.81%
4 Buddha 1 79.69%
5 Buddha 2 81.25%

This ranking ensures that highly similar images are retrieved first,
aligning with the pseudocode structure

Performance Evaluation and Statistical Analysis

Table (6) presents the comparative performance
metrics, including Precision, Recall, F1-score, and
average similarity, for the DCT, and SIFT with bounding
box, and SHashing similarity methods.

To assess retrieval accuracy, Precision, Recall, and
F1-score were computed for different matching methods.
To assess retrieval accuracy, Precision, Recall, and F1-
score were computed for different matching methods.
Table 6: Performance evaluation metrics

Matching Method Average Similarity
(%)

Precision Recall F1-
score

DCT + Euclidean 72.29 0.76 0.82 0.79
SIFT + Bounding
Box

64.58 0.69 0.78 0.73

SHashing Similarity 85.94 0.91 0.87 0.89
Matching Method Average Similarity

(%)
Precision Recall F1-

score
DCT + Euclidean 72.29 0.76 0.82 0.79

Discussion

Key Findings and Interpretations

Experimental results show that the accuracy of
Buddha face matching is affected by texture structure
and color distribution(Zhang et al., 2023; Barburiceanu
et al., 2021). High-contrast images with well-defined
textures yield higher similarity scores, as DCT and SIFT
features are extracted more stably. In contrast, images
with smoother surfaces or non-uniform lighting yield
lower accuracy due to inconsistent feature detection
(Kumar et al., 2016; Mehta & Bhensdadia, 2020).
Buddha 1 achieves the highest color similarity due to its
uniform distribution and high contrast, enabling stable
feature comparisons. In contrast, Buddha 3 and Buddha 5
exhibit lower scores as their textures are smoother,
reducing the effectiveness of SIFT in detecting distinct
features. These findings align with (Hua et al., 2021),

who emphasized the importance of combining global and
local features to enhance retrieval performance in high-
similarity datasets.

The Role of Preprocessing in Image Matching

Preprocessing plays a crucial role in enhancing
feature stability, particularly under inconsistent lighting
(Thomas, 2020). CLAHE improves local contrast but can
introduce noise, potentially affecting local feature
matching. Retinex normalization stabilizes lighting
conditions, yet in extreme cases, it may create artifacts
impacting feature detection(Marschner et al., 2017;
Zhang et al., 2023). These results support (Chen et al.,
2024; Pavan Kumar et al., 2022), who demonstrated that
adaptive illumination correction enhances retrieval
accuracy in texture-based systems. Future research
should explore adaptive segmentation-based
preprocessing to optimize feature stability across diverse
lighting conditions.

Effectiveness of SHashing for Texture Similarity
Stabilization

Chi-square similarity in histogram-based CBIR often
exhibits instability, leading to inconsistencies in image
retrieval. This study demonstrates that the SHashing
method effectively normalizes texture features, thereby
reducing extreme fluctuations in similarity calculations
(Lin et al., 2024; Sookkaew & Chaikaew, 2022). This
approach successfully enhances retrieval ranking
consistency, ensuring that highly similar images maintain
stable similarity scores (Marschner et al., 2017). These
findings align with the study by Zhang et al. (2023); and
Kabbai et al. (2017); which demonstrated that hashing-
based normalization improves feature robustness in
texture-based retrieval. Thus, SHashing serves as a
reliable solution for CBIR applications dealing with non-
uniform histogram distributions.

Comparison with CNN-Based CBIR and Classical
Methods

Although CNN-based data retrieval achieves high
accuracy, it requires large training datasets and
significant computational resources, making it less
practical for small-scale datasets (Kanwal et al., 2020).
In contrast, DCT-SIFT offers a more efficient alternative
by providing flexibility for small to medium-sized
datasets while reducing computational complexity
(Barburiceanu et al., 2021; Marschner et al., 2017;
Kanwal et al., 2020). This method utilizes the Discrete
Cosine Transform (DCT) to compress image data before
applying the SIFT algorithm, minimizing data size and
improving processing efficiency. As a result, DCT-SIFT
enhances retrieval performance and is particularly
beneficial for real-time object recognition systems that
require fast response times.
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Future Directions in CBIR for Digital Heritage
Preservation

This study contributes to the development of feature-
based CBIR for digital cultural heritage, but further
improvements are required to enhance system scalability.
Hybrid CBIR approaches incorporating CNN feature
embeddings with SIFT-DCT can improve high-fidelity
image matching, leveraging CNN for global features
while maintaining SIFT-DCT for local texture analysis.
Additionally, Vision Transformers for feature learning
present a promising direction, as (Zhou et al., 2024)
found that they offer superior feature representations
over traditional CNNs, potentially enhancing retrieval
accuracy in CBIR systems. Adaptive preprocessing can
further improve CBIR stability, particularly in handling
lighting variations in cultural heritage datasets. Region-
based segmentation techniques may optimize feature
extraction, ensuring contrast enhancements do not
adversely impact matching accuracy.

Conclusion
The proposed CBIR system based on DCT and SIFT

successfully retrieves Buddha statue facial images with
high similarity, demonstrating its effectiveness in texture
and color-based image matching. However, its
performance is affected by complex textures and local
variations, particularly in SIFT-based similarity
calculations, which yield lower scores due to subtle
feature discrepancies. Different similarity metrics
influence retrieval outcomes, with Color Histogram
performing well for color distribution analysis, while
LBP and DCT effectively capture texture and frequency
structures. However, Chi-Square Similarity exhibits
instability, including negative values compromising
ranking accuracy. This issue was addressed using
SHashing, which normalized texture similarity scores,
ensuring more reliable retrieval results. Despite these
improvements, further refinement in preprocessing and
similarity metrics selection is necessary, especially for
images with uneven illumination and degraded surfaces.
The system consistently identified Buddha 1.jpg as the
most similar image, confirming the hybrid approach's
effectiveness in texture and color-based retrieval.
However, as seen in Buddha 4.jpg, complex surfaces
require enhanced noise reduction and feature extraction
techniques.
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